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Networks must support a changing IT Landscape

Distributed Centralized
Static ) Dynamic

Physical Virtual =

Inefficient Efficient

Manual Processes Automated
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Time consuming , | Rapid response
Silos of Technology Pools of resources
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Imagme a world where

Networks adapt automatically to any new user need and application

New network applications, services and innovation became available daily
Mix and match different vendors seamlessly to achieve best of breed
Network services s are consumed like cloud services today



SDN
A Disruptive Technology

= Crossing the chasm: by 2017 10% of all networks will use SDN in production, a $3B
+ market

= New players and platforms will emerge
» The large incumbent(s) have the most to loose
» The power of a multi vendor led community






What is SDN
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4. Northbound : Open Standard or Other API (TBD)
3. Controllers '- ;

1. Network Devices #

Physical Switches Virtual Switches
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SDN Network Architecture
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Participants will sign-up for the Challenge by submitting an abstract
and a 1-minute video pitch of the idea they propose to develop. This
initial Submission deadline is October 10, 2014.

Awards: Based on scoring by an expert panel of judges, Extreme
Networks will award the prize money to the top three winners

Extreme is makinlg available, in limited release, the Extreme
Networks' SDN Platform targeting technology partners, developers,
business partners and customers. The release includes

— OneFabric Connect, NAC and Netsight

— IdentiFi Wireless

— EXOS with Python Script and JSON support

— OpenDaylight Helium Release with the following validated solutions

= VTN

Openstack (with VTN)

Hyperglance
Affinity

Rocky Mountain IPv6 Task Force
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SDN 1.0

ONF Proprietary Vendors
Greenfield, Rigid Vendor Lock-In
APPLICATION
LAYER

Limited Applications Specific Applications

1 I I 1 1 1 Open, but
vendor-led API

CONTROL .

LAYER ql Proprietary controller

Network With more features

Services
Open southbound I Proprietary interface I
(OpenFlow only)

INFRASTRUCTURE Proprietary Proprietary
LAYER Network Network Device Device
Device Device

Network Network
Device Device

Open but controller-
specific API

Proprietary
Device

SDN 2.0

Flexibility and choice

Apps

1 Open Multi-
Vendor-led API

Wi-Fi  [|Analytics| Security | Policy

Flexible: Both Vendor-
Specific and Open API




antial use cases
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= OpenDaylight Helium and OpenFlow 1.3
— But commodity hardware is lacking a little behind
— Scale and capability concerns

= OpenFlow 1.3 supports IPv6
OpenFlow 1.2 already allowed to match on IP protocol number (Ethernet type 0x86dd = IPv6), IPv6 source/
destination address, traffic class, flow label, and ICMPv6 types/codes

1.3 added the ability to rewrite packet headers via flexible match support — OXM
= Added three new OpenFlow Extensible Match (oxm) fields: MPLS BoS, PBB I-SID, TunnellD, and IPv6ExtHdr. IPv6ExtHdr
indicates whether certain IPv6 header extensions are present: No Next Header, Encrypted ESP, Authentication header, 1 or

2 dest headers, fragment, router, hop-by-hop, unexpected repeats, and unexpected sequencing.
1.3 allows to match on IPv6 header fields such as source/destination address, protocol number (next header,
extension header), hop-limit, traffic class, flow label, and ICMPv6 type/code (e.g. Neighbor Discovery

Protocol (NDP))
— 1.3 adoption increases daily

Rocky Mountain IPv6 Task Force -
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Editing OpenDaylight OpenF Plugin:nd to End Flows:Example Flows

SDN and IPv6 — cont'd

2 Match Examples
2.11Pv4 Dest Address
2.2 Ethernet Src Address
2.3 Ethernet Src & Dest Addresses, Ethernet Type
2.4 Ethernet Src & Dest Addresses, IPv4 Src & Dest Addresses, Input Port
2.5 Ethernet Src & Dest Addresses, IPv4 Src & Dest Addresses, IP Protocol #, IP DSCP, IP ECN, Input Port
2.6 Ethernet Src & Dest Addresses, IPv4 Src & Dest Addresses, TCP Src & Dest Ports, IP DSCP, IP ECN, Input Port
2.7 Ethernet Src & Dest Addresses, IPv4 Src & Dest Addresses, UDP Src & Dest Ports, IP DSCP, IP ECN, Input Port
2.8 Ethernet Src & Dest Addresses, IPv4 Src & Dest Addresses, ICMPv4 Type & Code, IP DSCP, IP ECN, Input Port
2.9 Ethernet Src & Dest Addresses, ARP Operation, ARP Src & Target Transport Addresses, ARP Src & Target Hw Addresses
2.10 Ethernet Src & Dest Addresses, Ethernet Type, VLAN ID, VLAN PCP
2.11 Ethernet Src & Dest Addresses, MPLS Label, MPLS TC, MPLS BoS
2.12 IPv6 Src & Dest Addresses
2.13 Metadata
2.14 Metadata, Metadata Mask
215 IPv6 Src & Dest Addresses, Metadata, IP DSCP, IP ECN, UDP Src & Dest Ports
2.16 IPv6 Src & Dest Addresses, Metadata, IP DSCP, IP ECN, TCP Src & Dest Ports
217 IPv6 Src & Dest Addresses, Metadata, IP DSCP, IP ECN, TCP Src & Dest Ports, IPv6 Label
2.18 Tunnel ID
2.19 IPv6 Src & Dest Addresses, Metadata, IP DSCP, IP ECN, ICMPv6 Type & Code, IPv6 Label
2.20 IPv6 Src & Dest Addresses, Metadata, IP DSCP, IP ECN, TCP Src & Dst Ports, IPv6 Label, IPv6 Ext Header
2.21 Push MPLS
2.22 Swap MPLS
2.23 Pop MPLS
3 Actions
3.1 Apply Actions
3.1.1 Output to TABLE
3.1.2 Output to INPORT
3.1.3 Output to Physical Port #
3.1.4 Output to LOCAL
3.1.5 Output to NORMAL
3.1.6 Output to FLOOD

Applications

NB API= (Geoneratpd & MHondcrafted)

£ 3

3

- -
Jivis & REST SAL AP (Genorated)

Controller (Contalnar Instance)

]

3.1.7 Output to ALL
3.1.8 Output to CONTROLLER
3.1.9 Output to ANY




IPv6 specific use case
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Solution with Palo Alto Networks
|ldentity Mapping NG-Firewall and NAC, Distributed Threat Response system

S
4 3 \ <‘,, OneFabric Connect
ﬁ ; NetSight / NAC
: 5
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Internet i '




Solution with AirWatch from VMware
MDM Integration for BYOD, Automated Onboarding, Policy Enforcement

airwatgh MDM Software

No - Not encrypted

Is CEQ's own device
compliant with moblie device
policy?

OneFabric Connect
NetSight! NAC
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Solution Integration with iBoss
Mobile Identity Access Management and Web Filtering

iboss

SECURITY

P

Filter policy 2

e

OneFabric Connect
NetSight / NAC

‘ . Location 2
.
%5 mn ]

J 9.
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g 4 . & “Authentication/
Location rule 2
End system User 1 \\

Location 1 ——

End system User 1

4 —_—
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m Authentication/
Location rule 1




23

Solution with Microsoft
SDN Integration for a better MS Lync Experience
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Solution Integration Multi Tenant Networks - NAC

Network Abstractions

OneController




Purview Analytics
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On-Premise Mgmt.

OneFabric Connect SDN

Platform
NetSight

Network Abstractions

Brown/Greenfield Element Abstractions

_ OpenFiow

Modular Hypervisors - vSwi
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SDN evolves into the

Mobile World

Going beyond Data Center and Core

Network centric platforms will emerge in the next years that also address mobility
Extreme will become a center of gravity

It is about the entire solution, not a single protocol

Mobility adds new challenges and opportunities to SDN
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