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@ Why Manage Addresses?

If the Internet 1s a multi-billion dollar
engine

» |P addresses are the ball bearings ...

If the Internet Is a castle (skyscraper)

» |P addresses are the keys ...

If the Internet is a collection of networks
and computers

» |P address are how your route and switch
traffic across it...
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Business Drivers
Address Management Issues
Cyber Security

Intelligence, Automation and its Technology
Underpinnings

Dynamic Address Planning

"

Agenda
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Data Center

Consolidation Mobile kggregfs,
and and Devices Space
Virtualization Experience P
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@ It started with Howard in ‘99
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DESIGNING
ADDRESSING
ARCHITECTURES

for Routing and Switching




i

d &tel'

“}

This Is not your fathers v4
network ...

Do not apply v4 thinking and design
constraints to v6 networks

Ron Broersma, DREN Chief Engineer
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Management Issues

' Large Geographically Dispersed Networks
" Multiple Political / Functional Boundaries

- Components not fully coordinated &
Integrated

» Qperating & Support Systems

- Network Planning, Design, Modeling &
Provisioning

» Network & Operations Management
= Cyber Security Elements
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@ Address Management 101

Address uniqueness

» Large number of new devices

= Every device requires an address
= Unique within a routing domain
Proper engineering

» Valid addresses

= Efficient routing

» Effective use of address space

Critical for network operation
* Errors cause disruption of network service
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%ﬂﬁ Partial List of Requirements

Maintain all Addresses under Management

= Complete, Accurate IP Address Lifecycle
Support for IPv4, IPv6 and ASNs

= Multiple Routing Domains
Design & Engineer Address Architectures
Model Equipment, Circuits, LANS & VLANS

Coordination of Address and related
Information with Interfaces to:

= Address, Device, Netflow & Network Discovery
= Network Management & Security Applications

10
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Text File

= Host.txt each line is an IP
Address

Spread Sheet

= Each Row Is one IP Address
192.168.10.1 /32

DNS & DHCP

= Dynamic Host Configuration
Protocol

= Dynamic Name System

IP Address
192.168.0.0
192.168.0.1
192.168.0.2
192.168.0.3
192.168.0.4
192.168.0.5
192.168.0.6
192.168.0.7
192.168.0.8
192.168.0.9
192.168.0.10
192.168.0.11
192.168.0.12
192.168.0.13
192.168.0.14
192.168.0.15
192.168.0.16
192.168.0.17
192.168.0.18
192.168.0.19
192.168.0.20
192.168.0.21
192.168.0.22
192.168.0.23
192.168.0.24
192.168.0.25

]i} One Address per row

Name

Core Router

Printer01

John
Sally
Alice

Jane
Joe
Cindy

Office Number

Telco Closet 010  x2000

A100

A140
B200
A050

B120
C120
Reception

Telephone

x101

x140
x200
x150

x252
x300
x010

11
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) Number of v6 Addresses

/O 340,282,366,920,938,463,463,374,607,431,768,211,456

/16 519,229,685,853,482,762,853,049,632,922,010
124 20,282,409,603,651,670,423,947,251,286,016
/32 79,228,162,514,264,337,593,543,950,336
/148 1,208,925,819,614,629,174,706,176
164 18,446,744,073,709,551,616

/96 4,294.967,296
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IPALM

IP Address Space is a binary
data structure containing
engineered IP address blocks of
any size

= Manage any size of block from /0 to

/128 IPv6 & /0 to /32 IPv4

= Split, Combine, Move, Coalesce, &
Loan Blocks

= All IP Addresses in the block are
under Management

= Multiple Unique Routing Domains
supported

13



%ﬁ} What is IP Address Lifecycle
Management (IPALM)

" Enterprise/Component wide address
authority and repository with distributed
capability

" Automated methods to allocate, assign,
un-assign & reclaim addresses

' Policy enforcement and rules to increase
accuracy & integrity of addresses and
network structure in the repository

" Equal functionality support for v4 and v6
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@  Detailed IPALM Methods

Manage addresses from definition to
decommissioning through a lifecycle process

Engineered IP Address Blocks (EIPAB)
= Efficient block allocations and layout
= |nput Validation on all addresses with accurate assignments
= Guaranteed unique within a routing domain

Single Department/Enterprise-wide repository

= High availability, mirrored transaction processing with
geographically dispersed systems for COOP

= Multiple simultaneous web based access
= Policy Enforcement System wide

= Active Directory Integration with PIV/CAC Card Multi-factor
authentication support

15
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IPv6 Support

Address Planning & Design

Dual Stack — Physical and virtual
iInterfaces support multiple IPv4 and IPv6
addresses

Interfaces addresses

= /64 EUI-64 or Random, user-defined

IPv4 — IPv6 Transition

16



Operating Support Systems Network Management

Device OS
Device Status
Interface Status

Device Inventory
Device &
Interface Config

IP Address
List

IP Address
List

IP Address
Lifecycle
Management

IP Address
List
Net Flow

System Events & Logs
Security Events & Logs

Firewall Config
Firewall Rules

Identity Management
Security Policy
BGP & DNS SEC

Cyber
Security

17




sia 20 Critical Controls — Consensus Audit
Guidelines

Inventory for Authorized & Unauthorized
Devices & Software (1&2)

Secure Configurations for Hardware & Software
on Laptops, Workstations & Servers (3)

Secure Configurations for Network Devices such
as Firewalls, Routers & Switches (4)

Boundary Defense (5)
Maintenance, Monitoring, and Analysis of
Security Audit Logs (6)

18



sia 20 Critical Controls — Consensus Audit
Guidelines ...

Continuous Vulnerablility Assessment &
Remediation (10)

Account Monitoring & Control (11)
Malware Defenses (12)

Limitation & Control of Network Ports, Protocols
& Services (13)

Wireless Device Control (14)
Secure Network Engineering (16)
Penetration Tests and Red Team Exercises (17)

19
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?Ii}' Cyber Security Eco-System

R it —_
: Monitor & Mitigate | [ e s ey Monitor

Firewall
Intrusion Prevention System
Intrusion Detection System

Security Policy

Generation & Server & Application

|
: Network Device Monitoring
|

Monitoring

|

! |
| |
i |
' Network Access Control Management |
| Distributed Denial of Service ACLs, SAML séyv'::‘gc“g?:::lt::r:: |
* (Sensor Mitigation Event Correlation |
| Honey Pot | |
" | |
| ! | Network Engineering |
| TR '.'.'.:;._.J.'T;......- I & Operations |
| Active Monitorin DNS o '
| 9 DHCP & Router, Switch, Server, Fiber, |
| Route & Address Dlgcovery : l Circuit & Network Device '
. Netflow Capture . Configuration & Inventory |
| Network Device Discovery |
i Botnet Detection |
i Sensor |
. . Authentication & Policy Enforcement Network Modeling & |
| | I Simulation |
! | IPal Router & Switch Configuration '
I - IPAM++ Validation |
. | Sensor Packet Capture . IPv4, IPv6 & ASN Network & Circuit Performance |
| Protocol Analysis Equlp?r:’::t“l:t':r::cn > S Application Performance |
| Deep Packet Inspection v Notwork Topology R :
. S -
| . .

v | v X |
' Interactive Analysis | SOAP/XML APls — Service Order |
! Trouble Tickets
| = Management Reports & |
! Active Penetration Testing 6oy Alerts |
! 'P Addm..' Pom & Pr°t°°°" ' --------------------------------------- . I -:
| Router & Switches Management Ports : Network Traffic e ™ TN S s, S o, S
: Management, Security & Data Networks [} Generation & Analysis - IP & A:N txdf?”' I:\terface &
| Web Pages & Services slwork:lepology
. ' IP Address, Scope & DNS
I | - Security Resource Record With DNSSEC
Aoy g I mmt g (5 (v (0 s 1 i .. Address IP Address, ACL &

Management - SAML
Network
S —— Management a IP Address, Interface &
@ 2010 Internet Associates, LLC All Rights Reserved Network T°p°|°9y

*IPal Technology is covered under U.S. Patents 7,127,505, 7,330,907, 7,523,189, 7,558,881, 7,739,406 and other US and International Patents Pending.



Sy,
@ Automated IPAM (IPALM)

[ Control ]
[ Accuracy |

[ Visibility |
[ Integrity |
[Organizatign]
[ Integration |




Automated Technologies

Address Lifecycle Model
Control, Organization and Trees
Allocation and Assignment Methods

Equipment Templates, Connections
Interactive Address Map
Planning Engine
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a’ IP Address Lifecycle

Network Structure and IP
Address Plan

Design &
Fngineer;

e/

Create and Break up the
IP space and distribute it
to sub networks.

Collect addresses to reuse
or remove |P space from
the network.

@ :'r1l'¢rm:| ASKOCIAles
L=
E-::w_\ Assign blocks to network
% segments and addresses to
Release addresses from D network elements, including
decommissioned network L routers, switches & servers.
blocks, interfaces & elements. 7y o .. B 20 O r--mm====-

I

| I

Routers || DNS| | DHCP I

Calculate larger blocks to Switches : :
improve network efficiency. servers I IPAM |
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|IP Address State Diagram

request
reclaim

create
connection

request
reclaim

complete
reclaim
to free

—or-
cancel
reclaim

™

RECLAIM deallocate

deallocate

complete reclaim
to detete

Note: Undefined state is before addresses are entered into or after they are removed from the system.

25
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a Physical Network

~—

#,,#‘

IPv6

DNS

DNS "
Backbone |
.
Aggregation [ ]
Network
DHCP
DNS | [ ] L]
Network RS
F_EF%;_T DHCP
Network IRNE L' d

DHCP

DHCP

=5
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& Functional View
Company ]
Departments ]JT L[] ’—ll

Regions E T_I_‘ ] L] [ ] ﬁ
Sites Ej % —h
S ot
wans T L T T T T
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- ASNs are used in Routing

Company DB

P
I ISP-4/SP
ASN 21xx Yahoo
I ASN 34xx
—'-"'"‘-'__—-z-——-"""-—’ Tier 1/ SP-1
Gov Agency “A” BRNUTXx
ASN 3xxx 11— ,
ISP-2/SP Tier 1/ SP-2
ASN 2xxx ASN 02xx

ISP-1/SP \
ASN 51xx ISP-3/SP

ASN B6xxx

Enterprise
ASN 5xxx

Company DA
Enterprise “B” No ASN
ASN 4xxx

28
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Network Container

Contral Information

Structure NCS
Parent | NCS
~
e
NCS
S
S

Children | NCS NCS

'_I

NCS

Address Type
Aggregaled
Block Allocation
Algorithm

Block Loan

Re-use Interval

{IPv4 | IPVE | ASN}

fYes | No}

Utilization Fit {High | Low}
Rated Fit {High | Low}
Min. Block Size

Max Block Size

Interval in days

Suffix Label

DNS Information |

Complele Suffix
DNE Zone
DNE Update

{¥es | Mo}

Free Block List

Allocated Connection

Block List

&' Organization and Visibility

Equipment List

29
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& Multiple Routing Domains

ot

ﬁﬁ.ﬁ..ﬂ..ﬂ..ﬁ.%

- ASN  Aggregate Tree 1
- IPvd  Aggregate Tree 2
- IPvé  Aggregate Tree 3
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Network

iner

Conta

Structure

Name
Control

Information

Parent

Child

Device

List

Block
Li:

L




%a Instantiate & Distribute Space

1992166812826

192.168.64.0/26
Location 1 Location 2
k

192.168.0.0/26

\

32
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?‘a Accurate Allocation

Manually or automatically Create a network segment
select a free block

connection

allocated interfaces

PRI reserved - segment reserved - broadcast

33



- |IP address Aggregation

Many small blocks Represented by a few
large blocks

B o [
192.168.1.32/27
q; . _ %gg.igg.i.gggg / 192.168.1.0/25
L] 192.168.1.80/28
192.168.1.96/27 /A

192.168.1.128/26 192.168.1.128/26

Allows all Addresses Under Management
Tightest Route Table Entries

34
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Deallocation
Delete interfaces Release a block
riebelebebebedededebebebedebed)

Coalesce blocks

35
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Multi-protocol and xFlow Monitoring

If—-—"'" NCS

OptiviewXG

e f— o—

NCS

NCS

NCS

NCS

[
NCS

NCS

1
NCS

NCS

[
NCS

|
NCS

NCS

NCS

NCS

NCS NCS

NCS

NCS

NCS

Packet and Protocol Monitoring

v.—-—/

OptiviewXG
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Utilization Fit

Free Block List Block Request Size

High | | I—l
L L ]
L I ]
[ 1
[ 1
L |
[ ]
Low [ 1
Free Block List
High [ ]
L L]
L ]
[ i
[ i
Selected Larger Free
Block
[ 1
Low [ i
Allocated
Free Block List Connection Block
Highi [ ] | I
B

Residue Free Block
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Rated Fit

Block Request
from Red

Subordinate Rated Free

Free Block List Network Block List
High R [ ] High ]

| S

| ——r——————r————] ——t—t———t—t—r—t—t—1—]

EEEEEEEEEEED EEEEEREEEEER Block selectad i

GEEEEEEEEEE ety

T 1o Low
E==T=m==meem ==
EEEENNNEENNE EESSESNSEEES _  ockeelecisar
ardering is Low to

Low EEEEEEEEEEES Low [EEEEEEEEEEE High

CSs NCS NCS
= incsl

|NCS|] |NCS|] |NCS|] |NCS|] |NCS|] |NCS|] |NCS|] |NCS|]\ NCSD |NCS|] |NCS|] |NCS|]
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Automatic Block Loan

Network Tree with

Loan

NCS

NCS

NCS

NCS

NCS

BIENDI0E

First Level
Block Loans

NCS

NCS

NCS

NCS

NCS

NCS

(NG

iR

Deeper Block
Loans

03

NCS

NC3

NCS

i

il

NC3

NC3

NCS
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‘& Efficient Planning & Layout

Template Layout

[T
Layout Command allows -
both horizontal and —_
vertical allocations
NCS 132
[ 1 o
NCS 140 NCS 140 e

NCS || /48 [NCS [ /48[NCS [ /48 [NCS |48

40
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! Connections
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Models a network segment

CIDR bIOCk RTR_M
Within a connection: 192.168.120.161
192.1I68.120.160/29 .
= Interfaces |
- reserved Segment 192.168.120.163 192.168.120.162
and broadcast _
= DHCP

= restricted
= available
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%i} Named Connection Blocks

Dual Stacked LAN Segment

6
4 6L 4

4
6
45LL

&

Named Connection Block IPv4 /29

= =
by e

connection

6
6L

allocated interfaces

reserved - segment reserved - broadcast

6
6L

4 IPv4 Address

6  IPv6 Address
6L IPv6 Link Local Address

Named Connection Block IPv6 /64 Subnet

NIRRT

FRRE RVRT RRTR RERFPRRRARRE AT APRE 2001001 4382 TEA - /84

FRREFPRE PP APRF PP ARRr I Y I PiD 2\ PEAFFRF FEFR FFFF FPFF

A FRRE FFER FIRFFFIR

R R R R

FRURRRRE FRRR ERRN FRRR AR F ARSI ﬁ»l 0O 402 NTvlu FEFF FIFF IFFD

2001 DC 4383 TEA-FTFT FFFT FIFFITFIC

2000 B0 A2 704 0000 : 0000 : 0008 : 0004

0000 5000, BO0G: D00 . OGS | D00 : DAY 0005 00180 4302 7EA: 0000 0000 : 0000 ; 0001

0000 0000 DOGO 0000008 | 4000 DI . 0004 200100 4302 714 0008 0000 0008 0002

SO00| 000, (000 10000 | 5900 | 2000 | 091 003 1 J001-DC; 4302 TEA- D000 | 0000 0000, 001

0000 0000 D000 1 0000 | (009 6000 8309 1 0092

mo(gnm«;‘mtum @000 . 6909 1 0001
P06 0006 . 0000 S090 | 0GR : GO0 | 9909 | 0090

42



i

“sﬁﬁr

"}

Equipment

Models network devices: routers, switches, servers, etc.

Defined in an Anchor network

Addresses are assigned to interfaces
Virtual interfaces may be added for additional addresses

RTR_B

RTR_A
EO
SO
51

RTR_B
SO
EO
RTR_C
SO
EO

192.168.120.162 /29
192.168.120.168 /31
192.168.120.173 /30

192.168.120.169 /31
192.168.120.177 /29

192.168.120.174 /30
192.168.120.193 /29
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Equipment Types

Library of Equipment
Templates and Standard
Configurations

Equipment Templates

Equipment

Attribute
Information

T
T

Blade 0

What is Equipment?

Allocated Connection
Block List v6 and v4

HIENDI0E

FEEEHHH
01
—_—

Fortd | — __ Virtual 0

1PvE

Fort 1 = [ Virtual 1

IPv&

Fort 2 Virtual 2

IPv&

Port 3 Virtual 3

1Pwd

Blade 1

Portd

Port 1

Port 2

Port 3

=== [NCS

Equipment and Connection Blocks

distributed across the network

NCS

i

m=== [NCS[) [NCS[] [NCS[) [NCS|) pmmmm
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[ ] Restricted [] Static
I:_I Dhcp [:I Interface

[ ]Reserve [ Connection

[ customer [ Delegate
[[] peanocate [ Atiocate

[:I Reclaim [:] Free

Address Map Detall

/26 block
g Reserved addresses
: Allocated to interfaces
: Restricted
: DHCP
n Available

B Allocated /29 block
Delegated /29 block
Free /29 and /30 blocks

Full /30 connection
= Reserved
= |nterfaces
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g**ﬁ} Interactive Address Display

Plot Range: 3600:ab: /32
Tile: /40
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VPN 1 VPN 2 00O VPN N

Router Router

IPAL

SQL SERVER
/ Oracle
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@ Automated Interfaces

Library of Complete Plans and Designs

Network Interconnections and Address
blocks both Free and Allocated / Assigned Xml

@ I Bi-directional

Interface

[EEEEEEEEEEEH
@==== |NCS % NCS . == <:::> Format Library of Sub-Plans and Designs
: [————]

SOAP/XML
API
Firewalls

S — =9 E— IPS/IDS/NAC
e _—J

DHCP DHCPv6

Network Provisioning,
Management, Operations
And Cyber Security

DNS/DNSSEC
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Virtualized DNS

Network Network
Architect Admin. Engineer Technician

1 ?.I I?j

IPal ’

s Enclave
SQL Server/ [~ — T i
Oracle i |
i IPal |
! — i
! i
! i
DNSSEC —— DNSSEC ! — i
Signer {Optional) 5 Signer ! D?HCP i
- i

Firewall Firewall Firewall

v Primary DNS

Grid Master —_— DNSSEC
Firewall | Firewall
— Seconda
IPAM Microsoft & —— 5 DNS i
Sl DNS/DHCP  pNs/DHCP DNS/DHCP
DNS/DHCP DNS/DHCP
Grid DNS/DHCP

Members DNS/DHCP
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@]ﬁ Multiple Simultaneous

Databases

IPALM (IPal)

RN

Database Management System

!

)

Database 1

Database 2

J

{

Database 3

Database 4

Contents of Database 1

s || ey

(EEEEEEEEEEEY
=== |NCS — NCS I — 000
‘z'm
| = |

] \NCSD \NCSD \NCSD |NC$|]

Contents of Database 4

NCs)| e

== [NCS|) &= NCS .
—]

[NCS[) m=-m] [NCS|

mumm [NCS]) [NCS]) [NCS]) [NCS]) e
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o) IPv4 to IPv6 Transition

Architect network tree

Load existing v4 address blocks and
devices

Optimize & enhance network structure
Add IPv6 blocks and distribute

Enable dual stack on Equipment
Interfaces

Add Tunnels as required
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]ﬁ' Address Plan Decisions

Utilizing Current IPv4 Network Structure

= What part of the network will be transitioned
and when

What IPv6 Transition techniques

= Dual Stacking

* Tunneling IPv6 over IPv4 then IPv4 over IPv6
= Some legacy IPv4 systems will remain

* In the future a pure IPv6 network

52
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) Inputs to the Address Plan

How many locations and how are they
Interconnected

What Is the hierarchy? Functional, Geographic,
Political or combination

At each location how many

= Network Devices — Routers, Switches, Security,
Transmission, eftc...

= End User Devices — PCs, Laptops, Printers, PDAS,
Cellphones, etc...

= LANSs, VLANS, Point to Point Circuits

53
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\ I
ﬁ§° Address Plan Process

Create network architecture
Define master address block

Distribute address space
» Break up Master Block
= Multiple levels

Allocate blocks and connections
Initial Address Plan is complete
Refine Network Model as needed
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Network
Architecture &
Address Structure
Base Plan
Repository
*xml or *.xls

Obtain Customer
Requirements

|

Select a Network
Architecture & Address
Structure Base Plan
*.xml

s
&'  Address Plan Engine

Sub-Network Plan
Repository
* Xls

Develop New Base
Plan

success |

Add Sub-Network
Elements
" xls

Develop New
Sub-Network Elements

Success
|

Configure for Customer

!

Deliver *.xml or *.xls to
Customer

1

Maintain database for
Customer On-line

Continue to Maintain
Customer database
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